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Preferred embedding by high performing voxels (r>0.1) for each stimulus condition.

Semantic representations are affected by the amount of
context. 
In previous work, lexical embeddings were used to show an
increased representation of semantic information with
increasing context [1]. In addition, contextual embeddings
from transformer models have been shown to be better
predictors of human language processing [2].
In this work, voxelwise encoding models based on low-level
linguistic, syntactic, lexical, and contextual embeddings are
compared across four stimulus conditions with varying
contexts: single words, word clusters, sentences, and
narratives.
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“How does the brain comprehend language with
increasing context?”

Stimuli for all four conditions were generated from 10 spoken stories from The Moth Radio Hour (used in [3]). 
Features are extracted from different embeddings, for the stimulus words in each condition separately;

Low-level linguistic embeddings: word rate, number of letters, letter count, and word length variation per TR.
Syntactic embeddings: PoS tag, dependency tag, constituency complete, constituency incomplete.
Lexical embeddings: English1000, Word2vec GloVe, and fastText. 
Contextual embeddings: Layer-by-layer representations from LLMs such as USE, BERT, RoBERTa, GPT and Llama.

Voxelwise encoding modeling approach with banded ridge regression [4, 5] is used to determine how each
embedding is represented in each voxel and stimulus condition.

 All embeddings predict brain responses more accurately when the stimulus includes more context. 1.
 During language comprehension, the brain prefers semantic and contextual information over syntactic
structure.

2.

 The left hemisphere is more involved in processing lexical and short-range context, while the right
hemisphere plays a larger role in long-range context processing.

3.

Current LLM or embeddings do not fully capture all aspects of language comprehension in the brain, as
distinct stimulus conditions and regions process different linguistic information.
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1.
2.

Average performance
across all high-performing
voxels (r>0.1), for each
embedding and stimulus
condition. 

Sentences

Single Words

Narratives

Word Clusters

superior

anterior anterior

superior

anterior anterior

superior

anterior anterior

superior

anterior anterior


