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Introduction – Disease and MRI data

Structural MRI R2* maps (Quantitative MRI)

[1] ICBM 2009a Nonlinear Asymmetric 1×1x1mm template (modified)

[2] Damulina et al, Radiology, 2021

 Alzheimer’s disease (AD) is the most common form of dementia 

 ~55 million living with AD worldwide



[1] Wen et al, Medical Image Analysis, 2020

Introduction – Deep Learning in 
Alzheimer’s Disease



Introduction – Explainable Deep Learning



Introduction – Layer-wise Relevance Propagation

[1] Achtibat et al, Nature Machine Intelligence, 2023



Introduction – Explainable Deep Learning in AD



Introduction – Explainable Deep Learning in AD



1st Research Question

How much does T1w image texture influence deep learning 

Alzheimer’s disease classifier?



Debugging:

When texture does not matter: Misinterpretation 

of deep learning-based Alzheimer's disease 

classification

and

Clever Hans effect found in a widely 

used Alzheimer’s Disease MRI dataset



 990 MRIs from 201 patients with probable AD;
mean age=75.1±7.1 years, m/f=102/99

…propensity-logit-matched (covariates: age, sex) with…

 990 MRIs from 159 normal controls;
mean age=75.3±7.9 years, m/f=91/68

 ADNI database; https://adni.loni.usc.edu/

 FSL BET on T1w in native space and non-linear registration to MNI152 space

 Intensity rescaling based on white matter peak(s) in the brain tissue histogram per image

Methods – Dataset and Preprocessing

https://adni.loni.usc.edu/


Results - Performance



Related - Performance

 Minimal preprocessing: No skull-stripping!

 Intensity rescaling is important!



Results – Heatmaps, Unmatched-Data



Results – Heatmaps, Propensity-Score-Matched



Related – Explainability

[1] Lapuschkin et al, Nature Communications, 2019 



Related –
(Simulated)
Brain Aging

[1] Hofmann et al, NeuroImage, 2022 



 Deep learning AD classification is strongly driven by 

volumetric features.

 Gray-white matter texture does not improve classification 

performance.

Discussion & Conclusion

[1] https://en.wikipedia.org/wiki/Clever_Hans#/media/File:Osten_und_Hans.jpg



2nd Research Question

Is it possible to integrate (problem specific) a priori 

information into the deep learning training process 

using explainability?



Regularization:

Interpretable brain disease classification 

and relevance-guided deep learning



Methods – Dataset

 264 MRIs from 128 patients with probable AD;
mean age=71.9±8.5 years, ProDem study

 378 MRIs from 290 normal controls;
mean age=71.3±6.4 years, community-dwelling study

 Skull stripping: FSL BET for brain masks

 Registrations: none (native space), linear to MNI152, non-

linear to MNI152

 Intensity rescaling with one fixed value for all images



Methods – Network

Guided
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[1] Tinauer et al, Scientific Reports 2022



Methods – Loss function



Results - Performance



Results – Heatmaps I



Results – Heatmaps II



Results



 Preprocessing of MR images is crucial for the feature 

identification by DNNs.

 The proposed relevance-guided approach identified 

regions with highest relevance in brain tissue located 

adjacent to the ventricles.

 Increased feature sparsity improves the classification 

accuracy.

Discussion & Conclusion



3rd Research Question

Does explainable deep learning capture pathological 

tissue changes?



Validation:

Explainable concept mappings of MRI: 

Revealing the mechanisms underlying 

deep learning-based brain disease 

classification



 Brain masks from T1-weighted MPRAGE images

 R2* maps from images of spoiled FLASH sequence using a monoexponential model

 226 R2* maps from 117 patients

 226 R2* maps from 219 controls

Methods – Dataset

[1] Khalil et al, Neurology, 2015



Methods – Network

Guided

relevance

by

adaptive

z+-rule

[1] Tinauer et al, Scientific Reports 2022



thalami – caudate nuclei – putamen – pallidum

Results I – Heat maps from R2* maps input



Methods – Heat- vs Concept-Mapping



Results II – Concept maps from R2* maps input

RNC,mean

Rdiff = RNC,mean - RAD,mean

RAD,mean

-



Results – ROI-based t-test



Related

[1] Hofmann et al, Preprint bioRxiv, 2024



Related

[1] Böhle et al, Frontiers in Aging Neuroscience, 2019



Postmortem MRI

Langkammer, 2010, Radiology

Tinauer, 2022, ISMRM 

Iron in AD

Damulina, 2021, Radiology

CNN based AD class

Tinauer, 2024, XAI-2024

Discussion & Conclusion
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